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1 Overview

Overview

These are the release notes of SUSE Linux Enterprise Server (SLES) 15 SP1 Inbox Driver. This
document provides instructions on drivers for Mellanox Technologies ConnectX® based adapter
cards with SUSE Linux Enterprise Server (SLES) 15 SP1 Inbox Driver environment.

This version supports the following uplinks to servers:

Table 1 - Supported Uplinks to Servers

HCAs
ConnectX®-5

Uplink Speed

InfiniBand: SDR, QDR, FDR, FDR10,
EDR

Ethernet: 1GigE, 10GigE, 25GigE,
40GigE, 50GigE, 56GigE?, and 100GigE

Supported Driver

mlx5_core (includes the ETH
functionality as well), mlx5_ib

ConnectX®-4

InfiniBand: SDR, QDR, FDR, FDR10,
EDR

Ethernet: 1GigE, 10GigE, 25GigE,
40GigE, 50GigE, 56GigE?, and 100GigE

mlx5_core (includes the ETH
functionality as well), mlx5_ib

ConnectX®-4 Lx

Ethernet: 1GigE, 10GigE, 25GigE,
40GigE, and 50GigE

mlx5_core (includes the ETH
functionality as well)

Innova™ [Psec EN

Ethernet: 10GigE, 40GigE

mlx5 core (includes the ETH functional-
ity as well)

Connect-IB®

InfiniBand: SDR, QDR, FDR10, FDR

mlx5_core, mlx5_ib

ConnectX®-3/Con-
nectX®-3 Pro

InfiniBand: SDR, QDR, FDR10, FDR
Ethernet: 10GigE, 40GigE and 56GigE?

mlx4 core, mlx4_en, mlx4 ib

BlueField

InfiniBand: SDR, QDR, FDR, FDR10,
EDR

Ethernet: 1GigE, 10GigE, 25GigE,
40GigE, 50GigE, 56GigE, and 100GigE

mlx5_core (includes the ETH
functionality as well), mlx5_ib

a. 56GbE is a Mellanox propriety link speed and can be achieved while connecting a Mellanox adapter cards to Mella-
nox SX10XX switch series or connecting a Mellanox adapter card to another Mellanox adapter card.

1.1 Supported HCAs Firmware Versions

SUSE Linux Enterprise Server (SLES) 15 SP1 Inbox Driver SLES 15 SP1 supports the following
Mellanox network adapter cards firmware versions:

Table 2 - Supported HCAs Firmware Versions

HCA Recommended Firmware Rev.
Connect-IB® 10.16.1200
BlueField 18.25.1020
(technical preview)
ConnectX®-5 16.25.1020
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Table 2 - Supported HCAs Firmware Versions

HCA Recommended Firmware Rev.

Innova™ [Psec EN 14.25.1020

ConnectX®-4 Lx 14.25.1020

ConnectX®-4 12.25.1020
ConnectX®-3 Pro 2.42.5000
ConnectX®-3 2.42.5000
1.2 SR-IOV Support
Table 3 - SR-IOV Support
mlx4 core, mlx4 en, mlx4 ib Eth
InfiniBand: Technical Preview?
mlx5 core (includes ETH functionality), mlx5 _ib Eth
InfiniBand: Technical Preview?®
a. Technical Preview is not fully supported production feature.
1.3 RoCE Support
Table 4 - RoCE Support
mlx4 - RoCE v1/v2 Yes
mlx5 - RoCE v1/v2 Yes
1.4 VXLAN Support
Table 5 - VXLAN Support
mlx4 - VXLAN offload Yes
mlx5 - VXLAN offload Yes (without RSS)
1.5 DPDK Support
Table 6 - DPDK Support
mlx4 Yes
mlx5 Yes
6 Mellanox Technologies | SLES 15 SP1
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1.6 Open vSwitch Hardware Offloads Support

Table 7 - Open vSwitch Hardware Offloads Support

Driver Support

mlx4 No

mlx5 Yes
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Changes and New Features

Table 8 - Changes and New Features

Feature/Change Description

General BlueField SmartNIC Added support for Mellanox BlueField system-on-a-chip
(SoC) device, optimized for NVMe storage systems, Network
Functions Virtualization (NFV), security systems, and
embedded appliances.
Currently supported as a regular NIC (with functionality equiv-
alent to that of ConnectX-5).
mlx5 Drop rules counters Added the support for new counters for drop rules configured
in eSwitch egress and ingress ACL.
Explicit congestion Added the support for ECN into mlx5 driver for RDMA RoCE
notification for RoCE | traffic and allows to ECN parameter configuration for mlx5
driver.
Striding RQ/CQE Zip- | A multi-packet receive WQ comes to improve performance
ping User Controlled and memory footprint. It reduces memory footprint by allow-
ing each packet to consume a different number of strides
instead of the whole WR.
dscp trust state and Added the option to enable PFC based on the DSCP value.
dscp2prio mapping Using this solution, VLAN headers will no longer be manda-
tory for use.
OVS Enhancements [ConnectX-5 and above] Offloads TC VLAN push/pop
using them as a hardware action during Flow Steering.
IB representor in Adding support for an IB (RAW Ethernet only) device repre-
switchdev mode sentor which is created when the user switches to switchdev
mode.
IB Device Memory This capability can decrease latency of a trading operation
support (MEMIC) where data is already allocated in the device memory, saving
the PCI round trip when performing the following:
* Atomic operations on semaphores remotely
*  Modification by the device on received traffic that should
be transmitted directly after this modification.
Introduce DEVX DEVX enables direct access from the user space area to the
interface mlx5 device driver by using the KABI mechanism.
UDP GSO This feature enables UDP GSO support
Q-in-Q Support QinQ), also known as Stacked VLAN or Double VLAN, allows
multiple VLAN tags in an Ethernet frame to achieve traffic iso-
lation.
mlx4 rdma-core Updated to version rdma-core-22.1-2.10
mstflint Updated to version mstflint-4.11.0-2.3
libvma Updated to version libvma-8.7.1-4.24
dpdk Updated to version dpdk-18.11-2.29
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3 Known Inbox-Related Issues

The following table describes known issues in this release and possible workarounds.

Table 9 - Known Issues

Internal Ref. Description

1284059 Description: BW degradations due to Page Table Isolation (PTI) Intel's CPU security fix.

Workaround: Disable the PTI at run time by:

* writing 0 to /sys/kernel/debug/x86/pti_ enabled.
or

* adding "nopti" or "pti=off" to grub.conf

Keywords: Performance

SLES 15 SP1 Mellanox Technologies 9



	SUSE Linux Enterprise Server (SLES) 15 SP1 Inbox Driver Release Notes
	Table of Contents
	List Of Tables
	1 Overview
	1.1 Supported HCAs Firmware Versions
	1.2 SR-IOV Support
	1.3 RoCE Support
	1.4 VXLAN Support
	1.5 DPDK Support
	1.6 Open vSwitch Hardware Offloads Support

	2 Changes and New Features
	3 Known Inbox-Related Issues


