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Mellanox High Performance Networks for Ceph
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Connect. Accelerate. Outperform.”

Building World Class Data Centers




Leading Supplier of End-to-End Interconnect Solutions
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The Future Depends on Fastest Interconnects
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From Scale-Up to Scale-Out Architecture

Mellanox

AOnly way to support storage capacity growth in a cost-effective manner
AWe have seen this transition on the compute side in HPC in the early 2000s
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LLI The Weakest Component in the System
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Interconnect Capabilities Determine Scale Out Performance
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CEPH and Networks

Mellanox
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AHigh performance networks enable maximum cluster availability

A Clients, OSD, Monitors and Metadata servers communicate over multiple network layers Q
A Real-time requirements for heartbeat, replication, recovery and re-balancing

, ~ \ ceph
ACl uster (Abackendodo) network performance dictat

A fNetwork load between Ceph OSD Daemons easily dwarfs the network load between Ceph Clients
and the Ceph Storage Clustero ( Ceph Documentati on)
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How Customers Deploy CEPH with Mellanox Interconnect

Mellanox

ABuilding Scalable, Performing Storage Solutions
A Cluster network @ 40Gb Ethernet

A Clients @ 10G/40Gb Ethernet -
'_Q:___ 10GbE
ADirectly connect over 500 Client Nodes o st
A Target Retail Cost: US$350/1TB ey
AScale Out Customers Use SSDs o
A For OSDs and Journals ~ Public
. Network
40GbE
~ Cluster

= Network

8.5PB System Currently Being Deployed
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CEPH Deployment Using 10GbE and 40GbE

Mellanox

TECHHOLOGIES

ACluster (Private) Network @ 40GbE
A Smooth HA, unblocked heartbeats, efficient data balancing

AThroughput Clients @ 40GbE
A Guaranties line rate for high ingress/egress clients

AIOPs Clients @ 10GbE / 40GbE °
A 100K+ I0Ps/Client @4K blocks

Single Client Throughput and Transaction Capabilities
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Throughput Testing results based on fio benchmark, 8m block, 20GB file,128 parallel jobs, RBD Kernel Driver with Linux Kernel 3.13.3 RHEL 6.3, Ceph 0.72.2
IOPs Testing results based on fio benchmark, 4k block, 20GB file,128 parallel jobs, RBD Kernel Driver with Linux Kernel 3.13.3 RHEL 6.3, Ceph 0.72.2

20x Higher Throughput , 4x Higher IOPs with 40Gb Ethernet Clients!

(http://www.mellanox.com/related-docs/whitepapers/WP_Deploying_Ceph_over_High_ Performance_Networks.pdf)
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