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1 Soft-RoCE

1.1 Overview
RoCE can be implemented in the hardware as well as in the software. Mellanox adapters include hardware implementation of RoCE to deliver the highest performance and efficiency. Soft-RoCE is the software implementation of the RoCE standard and compatible with any standard Ethernet networks.

1.2 Supported Operating Systems
The current version of the Soft-RoCE is supported in SLES11 SP3 only.
2 Soft-RoCE Installation and Configuration

2.1 Downloading Soft-RoCE

The Soft-RoCE distribution is available at:

- Kernel: git://flatbed.openfabrics.org/~amirv/rxe.git
  branch: rxe-3.0
- User space: git://flatbed.openfabrics.org/~amirv/librxe.git
  branch: librxe-1.0.0

2.2 Installing Soft-RoCE

To install Soft-RoCE perform the following:

1. Install SLES11 SP3.
2. Install the InfiniBand user space packages.

   ```bash
   # zypper install libibverbs
   # zypper install libibverbs-utils
   ```

3. Fetch the RXE driver and the user space sources.

   See Downloading Soft-RoCE for their location.

   a. Fetch the RXE driver.

      ```bash
      # cd <workspace>/
      # git clone git://flatbed.openfabrics.org/~amirv/rxe.git
      ```

   b. Fetch the librxe user space.

      ```bash
      # git clone git://flatbed.openfabrics.org/~amirv/librxe.git
      ```

4. Fetch the vanilla kernel v3.0 and the RXE driver.

   a. Compile the kernel.

      ```bash
      # cd <workspace>/rxe
      # cp /boot/config-`uname -r` .config
      # make oldconfig
      # make -j 32
      # make modules_install
      # make install
      ```

   b. Add an entry in the boot loader configuration file (grub/lilo) for the new kernel.

   c. Compile the user space.

      ```bash
      # cd <workspace>/librxe
      # ./configure --libdir=/usr/lib64/ --prefix= 
      # make
      # make install
      ```
2.3 Configuring Soft-RoCE

Once the Soft-RoCE (aka rxe) is installed, the configuration tasks are handled via the “rxe_cfg” program.

The following are some basic Soft-RoCE functions.

- Loading kernel module and configuring previously added persistent instances
  
  ```
  rxe_cfg start
  ```

- Adding an instance on Ethernet interface “eth4”
  
  ```
  rxe_cfg add eth4
  ```

- Displaying the status of all rxe instances
  
  ```
  rxe_cfg status
  ```
  
  (or just “rxe_cfg”)

- Removing an RXE instance
  
  ```
  rxe_cfg remove rxe0
  ```

- Set the RXE MTU
  
  - To set the RXE MTU for all RXE instances to 4K:
    
    ```
    rxe_cfg mtu 4096
    ```
  
  - To set the MTU for a single RXE instance:
    
    ```
    rxe_cfg mtu rxe0 2048
    ```

2.3.1 Important Notes

- MTU Settings
  
  The Soft-RoCE specification allows power-of-two MTUs from 512 to 4096, although the currently available Hard RoCE implementation only supports up to 2K. Setting the MTU as described above will only take effect if the underlying Ethernet interface has a large enough MTU. For example, to support an MTU of 4096, the Ethernet MTU must be at least 4176 (80 bytes larger). If the Soft-RoCE MTU is too large to fit within the Ethernet MTU, the Soft-RoCE software will use the largest MTU that does fit. For example, if the Soft-RoCE MTU is 4096, and the Ethernet MTU is 4096, Soft-RoCE will use a 2048 byte MTU. If you subsequently increase the Ethernet MTU to 9000 (or any value greater than or equal to 4176), the Soft-RoCE MTU will automatically switch to 4096. If you use the “-f” option, as in ”rxe_cfg -f mtu rxe0 4096”, the relevant Ethernet MTU will be changed, if necessary, to 4176 (but will not be altered if it is already larger than 4176).

- Persistent Instances
  
  The rxe driver, as presently shipped, is not automatically loaded after boot. However, when you start up the subsystem (rxe_cfg start), the driver will be loaded and any previously configured instances will be recreated.

  By default, “rxe_cfg add” is persistent. The file /var/rxe/rxe is created, and contains the list of Ethernet interfaces for which rxe instances should be created. You can remove this file if you want to delete existing records of persistent rxe instances.
You can also add the “-n” option to the rxe_cfg add and remove subcommands. “rxe_cfg –n add eth3” will add a rxe instance on eth3 without adding a persistence entry in /var/rxe/rxe. “rxe_cfg –n remove rxe0” will remove the rxe0 instance without removing it from the /var/rxe/rxe persistence file.

For more detailed information, please refer to System Fabric Works: http://www.systemfabricworks.com/downloads/roce

2.4 Testing Soft-RoCE over Mellanox Devices

Mellanox devices use standard RoCE with hardware offloading by default. It delivers the highest performance and efficiency. However because the default mode of the NIC is hardware offload of RoCE traffic, all traffic with ethertype 0x8915 is consumed by the NIC.

If you want to test the Soft-RoCE over such NIC, you are required to change the default ethertype value used by the RXE driver.

➤ To change the default ethertype value used by the RXE driver:

1. Stop the RXE driver.
   
   ```
   # ./rxe_cfg stop
   ```

2. Restart the RXE driver while assigning to it a different ethertype value.
   
   ```
   # ./rxe_cfg start -p 0x8916
   ```